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Informational methods for analyzing and managing systems under uncertainty are studied.

The expediency of use of information uncertainty in tasks of identification of control

objects and synthesis of regulatory systems is justified. For the numerical evaluation of

information uncertainty, an amount of disinformation is used as Bongard’s negative useful

information. Such information uncertainty can serve as a criterion for the adequacy of a

mathematical model of a control object. Information assessment of the modeling accuracy

is applicable to any method of identification and allows a researcher to compare the

accuracy of models that differ from each other by the method of obtaining (analytical or

experimental), nature (deterministic or stochastic models), specific implementation (physical

or mathematical models). In the course of parametric identification, an optimization

problem of finding a minimum of information uncertainty in the parameter space of a

mathematical model can be solved. The information uncertainty criterion provides

verification of the statistical hypothesis about the adequacy of a particular model. If the

criterion value exceeds a certain critical value, the adequacy hypothesis must be rejected.

To calculate the critical values of the information adequacy criterion, a statistical experiment

was performed. Using the Monte Carlo method, the probability distribution of the

information criterion was investigated. A sufficiently smooth empirical criterion distribution

function was constructed. The distribution of the information criterion has a pronounced

asymmetry and a small positive kurtosis. It is revealed that this distribution is best

approximated by the Generalized Extreme Value Distribution law. The critical value can

be defined as a quantile of the level of 0.01 or 0.05 for this distribution.
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Statement of the problem

As known, the synthesis of control systems
begins with the process of obtaining a mathematical
model of a controllable object. Meanwhile,
developers are encountering the problem of
incomplete correspondence of models with an
identified object. Thus, during system synthesis, the
models remain uncertain.

The sources of model uncertainty are:
– incomplete knowledge of the physical and

chemical processes occurring in the object;
– assumptions and simplifications, taken during

a model formation;
– noises, interferences and measurement errors

taking place in experimental researches of objects;
– parameters changes in the object over time.
Ànother problem is the quality assessment of

the obtained model. To solve this problem, additional
researches are carried out, listed in the report [1].

Verification is the process of determining that
a model implementation accurately represents the
developer’s conceptual description of the model and
its solution.

Validation is the process of determining the
degree to which a model is an accurate representation
of the real world from the perspective of the intended
uses of a model.

Both verification and validation are processes
that accumulate evidence of a model’s correctness
or accuracy for a specific scenario; thus, they cannot
prove that a model is correct and accurate for all
possible scenarios, but, rather, it can provide evidence
that a model is sufficiently accurate for its intended
use.
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Adequacy is the decision that the model fidelity
is sufficient for its intended use.

Fidelity is the difference between simulation
and experimental outcomes.

Analysis of recent research and publications

Conceptual model validity, model verification,
operational validity, and data validity were discussed
by Robert G. Sargent [2]. Four different approaches
to determining model validity are described, a
graphical paradigm that relates verification and
validation to the model development process is
presented, and various validation techniques are
defined.

In the article [3], the analytical expressions are
obtained to determine the dynamic characteristics
of controllable objects by the parameters of closed
systems transient function. However, the automation
of such process is extremely difficult.

In the work [4], the peculiarities of the
controllable object identification by measures of
Toolbox PID Tuner in the MATLAB environment
are considered. There is stated that automatic
identification does not always give satisfactory results.

A.N. Trunov [5] gives an overview of the works
devoted to the general patterns of selection criteria
search for settling the adequacy. There is an
indication of a single expression of adequacy
assessment absence, which makes possible taking into
account several factors of influence and suggesting
expressions for their calculation. It is proposed to
use a criterion that is inversely proportional to the
standard deviation of a model from experimental
values.

The dispersion methods for adequacy
assessment are widely known. E.P. Chernogorov [6]
states that the system model allows a researcher to
model some general population. The experiment
provides a separate implementation of this general
population. The model also provides an
implementation of a general population, reproducing
the experimental conditions. The adequacy
assessment lies in checking statistical hypotheses
about the belonging of these realizations to the same
general population.

It should be noted that the dispersion criteria
of the adequacy, like Fisher criterion [7], are
applicable only in the case of a normal distribution
of model variables, which doesn’t always take place
in practice.

Objective

The purpose of this work is to substantiate the
criterion of information uncertainty application to
assess the adequacy of models obtained in the course
of identifying controllable objects.

Informational uncertainty

The philosophical category of “uncertainty” is
in the focus of many scientists’ attention. The authors
of the article [8] consider uncertainty as a concept
expressing a certain phenomenon associated with a
subject-object relation. This makes it possible to
distinguish four aspects of the study of the uncertainty
concept. Uncertainty is a concept that can display:
the properties of an object, the conditions of
interaction between an object and a subject, the
features of subjective perception, the features of
interaction of new knowledge with current
knowledge. So uncertainty is a category that reflects
the absence of any (material or ideal) orderliness.

For control systems that are the subject of our
research, in work [9], questions of quantitative
estimation of orderliness and related concepts of
complexity, organization, and entropy are considered.
According to [9], ranking can be viewed as a
characteristic of order – the absence of a difference
in relation to something taken as the standard of
order.

We consider a multidimensional parallelepiped
in the parameter space of a system used in interval
systems theory as such standard. We will consider
such n-dimensional parallelepiped as a target area,
a vector etX , directed from the origin of coordinates
to the target area as a standard of order, and a system
in such a state as ranked. The difference measure of
the system parameters real vector  1 2 nX= x , x ,..., x

from order standard etX  characterizes the disorder

У .
Uncertainty takes different meanings in different

situations and at different times. If m situations are
possible, the probabilities of which are p1,p2,...,pm,
then the ensemble gives a complete characteristic of
disorder at each moment of time

1 2 m

1 2 m

У ,У ,...,У

p ,p ,..., p

 
 
 

. (1)

A generalized ranking characteristic is the
organization of the system, which, like ranking, is
more convenient to estimate through the opposite
value – disorder:

 
l d m

β i jO α s p f У    , (2)

where   is the symbol of generalization of the
disorder characteristics, respectively, for m situations,
d elements of a system and l time intervals; f is a
function by which weighting of the disorder is
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performed by the existence factor of its occurring in
relation to a certain functioning of the system
indicator; pj, si,  are the weights of j-th situation,
i-th element and -th time interval, respectively.

Taking formula (2) as a basis, we can derive a
set of relations that can be used as an estimate of
uncertainty. To simplify, let’s take d=1 and l=1. We
perform the operation of generalization by m
situations with weighting by probabilities included
in the ensemble (1):

m

j Уj
j 1

О p log ,


   (3)

where jУ  is some numerical characteristic of
differences X  from etX , called the disorder
parameter.

Taking a j-th situation disorder probability

jУj
p 

 as a parameter, we obtain Shannon’s

informational entropy formula:

j j

j

O H p log p .    
(4)

Mathematical model of a system under
investigation due to inevitable inaccuracies gives
distribution Q={qj} instead of real distribution P={pj}.

Taking 
jУj

q  , we obtain Bongard’s uncertainty

formula [10]:

j j

j

O N(p / q) p logq .    (5)

According to Bongard, useful information
stored in the distribution Q={qj}, regarding the
problem with a probability of response P={pj}, is:

j

п j

j j

q
I H N(p / q) p log .

p
    (6)

Unlike the amount of information according
to Shannon’s classical theory, useful information can
have both positive and negative meaning. Due to
inaccuracies of a system’s mathematical description,
we should talk about the misinformation:

j

j

j j

p
D N(p / q) H p log .

q
    (7)

Thus, the uncertainty estimate brought by the
model is disorganization according to formula (3),
in which jУ =pj/qj. We will call the amount of
misinformation (7) the information uncertainty.

Obviously, the largest value of misinformation
occurs when H=0. Dividing the information
uncertainty (7) by its maximum possible value, we
obtain the relative information uncertainty:

j

j j j
j j j

j j j j

j j

p
p log p log p

qD
1 .

supD p logq p logq
    



 

   (8)

Ways to use informational uncertainty in

identification tasks

Information uncertainty in the form (7) can
be used as a criterion for the adequacy of
mathematical models. Accurate assessment of
modeling accuracy is possible with any method that
makes it possible to compare models with different
characteristics (analytical or experimental), character
(deterministic or stochastic models), implementation
of realizations (physical or mathematical models).
A mathematical model cannot be defined as minimal
uncertainty.

Relative information uncertainty in the form
(8) can be used as a criterion for the adequacy of
models obtained by other methods. Moreover, there
is both the possibility of comparing several models
and choosing the most adequate, taking the least
amount of misinformation, as well as examining the
adequacy of a particular model’s statistical hypothesis.

Here is the way to determine whether the model
is adequate. Let us assume that there is some object,
a state of which is characterized by the variable y
(output value of the object). As a result of
experimental researches, which used the method of
a passive experiment, for instance, a statistical
sampling of the object’s values was obtained. The
estimate of probabilities pj is a ratio of a sample’s
number of vj implementations, falling within a j-th
separation interval of a range of y value, to the sample
size n.

Let there also be a mathematical model of such
an object, for which model value of the output

variable ŷ  can be calculated, and by methods of

information theory or mathematical statistics, a
distribution Q={qj} can be found.

We hypothesize that a mathematical model is
adequate to an object. To examine the hypothesis,
we need to calculate a criterion of information
uncertainty value for model in the form (7), for which
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we use statistics

j

j

j j

1
S log .

n nq


   (9)

The resulting criterion value is compared with
its critical value. If the calculated value is greater
than critical, the adequacy hypothesis is rejected.

To calculate critical values, it is necessary to
know the adequacy criterion distribution law. The
distribution law can be determined by the statistical
computer simulation method, described in [11].

The calculating power of modern computers
allows us to solve many problems using a statistical
experiment. Regulatory document P 50.1.037–
2002 [12] recommends: if the probability distribution
law is used to describe the sample F(x,) and
estimates of its parameters are found, and to test a
complex hypothesis H0: F(x){F(x,),Q} a
researcher doesn’t know the statistical distribution
of the corresponding criterion, it is rational to use
the methodology of statistical laws computer analysis,
which is well proven in modeling distributions of
criteria statistics.

To do so, by the law F(x,) there should be
modeled N statistical samples of the same volume n
as a sample, for which an examination of the
hypothesis H0: F(x){F(x,),Q} is needed. Next,
for each of the N samples, it is necessary to calculate
the same parameters of the law estimates, and then
S statistics of the studied criterion value. As a result,
statistics values sampling S1,S2,...,SN will be obtained
with the distribution law G(Sn½H0) for examined
hypothesis H0. For this sample, with a sufficiently
large N, a quite smooth empirical distribution
function of GN(Sn½H0) can be built, which can be
directly used to conclude whether the hypothesis H0

can be accepted. Simulated distribution deviations
from the theoretical one at N=2000 usually have an
order of H±0.015. If necessary, it is possible to
build an approximate analytical model,
approximating GN(Sn½H0), and to make afterward a
decision about the examined hypothesis, based on
this model.

The information criterion of the probability
distribution values research was carried out by the
Monte Carlo method. A sample of random vj values
was generated, for which the value of the S statistics
was determined, and this was repeated 3000 times.
This is a number greater than N=2000, recommended
in [12]. For a sample of criterion values obtained
this way, the distribution of criterion values histogram
was built. The critical value was defined as 0.01-

quantile.
The information criterion distribution has a

pronounced asymmetry and a small positive kurtosis.
Lognormal Distribution, Gamma Distribution,
Weibull Distribution, Generalized Extreme Value
Distribution can give such a picture. Compliance
with all these distributions was verified using the
information criterion. The calculation results showed
that the Generalized Extreme Value Distribution
provides the best approximation. However, as shown
by additional researches, in the small values of
information uncertainty criterion region, these
distributions density curves differ from the normal
distribution curve a little bit, and the quantile level
of 0.05 for these distributions is almost equal. This
gives grounds to state that at a trust level of 90%, it
is permissible to use value tables of the normal
distribution function to determine the critical values
of the information adequacy criterion.

Conclusions

The use of the informative uncertainty criteria
in the tasks of identification has been proposed in
this paper. As a criterion for informational
uncertainty, it was proposed to use the amount of
misinformation brought by the mathematical model.
The formulas for calculating such a criterion were
given. The ways of using the criterion in the course
of solving identification problems are shown.
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ÂÈÊÎÐÈÑÒÀÍÍß ²ÍÔÎÐÌÀÖ²ÉÍÎ¯
ÍÅÂÈÇÍÀ×ÅÍÎÑÒ² Â ÇÀÄÀ×ÀÕ ²ÄÅÍÒÈÔ²ÊÀÖ²¯

Ìàíêî Ã.²., ×èñòîêëåòîâ ª.Ï.

Âèâ÷àþòüñÿ ³íôîðìàö³éí³ ìåòîäè àíàë³çó òà óïðàâë³ííÿ
ñèñòåìàìè â óìîâàõ íåâèçíà÷åíîñò³. Îá´ðóíòîâàíî äîö³ëüí³ñòü
âèêîðèñòàííÿ ³íôîðìàö³éíî¿ íåâèçíà÷åíîñò³ â çàäà÷àõ ³äåíòè-
ô³êàö³¿ îá’ºêò³â óïðàâë³ííÿ ³ ñèíòåçó ñèñòåì ðåãóëþâàííÿ. Äëÿ
÷èñëîâîãî îö³íþâàííÿ ³íôîðìàö³éíî¿ íåâèçíà÷åíîñò³ âèêîðèñ-
òîâóºòüñÿ ê³ëüê³ñòü äåç³íôîðìàö³¿ ÿê íåãàòèâíî¿ êîðèñíî¿ ³íôîð-
ìàö³¿ Áîíãàðäà. Òàêà ³íôîðìàö³éíà íåâèçíà÷åí³ñòü ìîæå ñëó-
ãóâàòè ÿê êðèòåð³é àäåêâàòíîñò³ ìàòåìàòè÷íî¿ ìîäåë³
îá’ºêòà óïðàâë³ííÿ. ²íôîðìàö³éíà îö³íþâàííÿ òî÷íîñò³ ìîäå-
ëþâàííÿ ìîæå áóòè çàñòîñîâàíà ïðè áóäü-ÿêîìó ìåòîä³ ³äåí-
òèô³êàö³¿ ³ äîçâîëÿº ïîð³âíþâàòè òî÷í³ñòü ìîäåëåé, ùî â³äð³çíÿ-
þòüñÿ îäíà â³ä îäíî¿ ìåòîäîì îòðèìàííÿ (àíàë³òè÷íèì àáî
åêñïåðèìåíòàëüíèì), õàðàêòåðîì (äåòåðì³íîâàí³ àáî ñòîõàñ-
òè÷í³ ìîäåë³), êîíêðåòíîþ ðåàë³çàö³ºþ (ô³çè÷í³ àáî ìàòåìà-
òè÷í³ ìîäåë³). Â õîä³ ïàðàìåòðè÷íî¿ ³äåíòèô³êàö³¿ ìîæå âèð³-
øóâàòèñÿ îïòèì³çàö³éíà çàäà÷à ïîøóêó ì³í³ìóìó ³íôîðìàö³é-
íî¿ íåâèçíà÷åíîñò³ â ïðîñòîð³ ïàðàìåòð³â ìàòåìàòè÷íî¿ ìî-
äåë³. Êðèòåð³é ³íôîðìàö³éíî¿ íåâèçíà÷åíîñò³ çàáåçïå÷óº ïåðå-
â³ðêó ñòàòèñòè÷íî¿ ã³ïîòåçè ïðî àäåêâàòí³ñòü êîíêðåòíî¿
ìîäåë³. ßêùî çíà÷åííÿ êðèòåð³þ ïåðåâèùóº äåÿêå êðèòè÷íå
çíà÷åííÿ, ã³ïîòåçà ïðî àäåêâàòí³ñòü ïîâèííà áóòè â³äêèíóòà.
Äëÿ ðîçðàõóíêó êðèòè÷íèõ çíà÷åíü ³íôîðìàö³éíîãî êðèòåð³þ
àäåêâàòíîñò³ áóâ çä³éñíåíèé ñòàòèñòè÷íèé åêñïåðèìåíò. Ç
âèêîðèñòàííÿì ìåòîäó Ìîíòå-Êàðëî áóëî äîñë³äæåíî ðîçïîä³ë
éìîâ³ðíîñòåé ³íôîðìàö³éíîãî êðèòåð³þ. Áóëà ïîáóäîâàíà äî-
ñèòü ãëàäêà åìï³ðè÷íà ôóíêö³ÿ ðîçïîä³ëó êðèòåð³þ. Ðîçïîä³ë
³íôîðìàö³éíîãî êðèòåð³þ ìàº âèðàæåíó àñèìåòð³þ ³ íåâåëè-
êèé ïîçèòèâíèé åêñöåñ. Âèÿâëåíî, ùî öåé ðîçïîä³ë íàéêðàùèì
÷èíîì àïðîêñèìóºòüñÿ çàêîíîì Generalized Extreme Value
Distribution. Êðèòè÷íå çíà÷åííÿ ìîæå áóòè âèçíà÷åíî ÿê êâàí-
òèëü ð³âíÿ 0,01 àáî 0,05 öüîãî ðîçïîä³ëó.

Êëþ÷îâ³ ñëîâà: àäåêâàòí³ñòü, êîìï’þòåðíå
ìîäåëþâàííÿ, çàêîí ðîçïîä³ëó, ³äåíòèô³êàö³ÿ,
³íôîðìàö³éíèé êðèòåð³é, ìåòîä Ìîíòå-Êàðëî,

êîíòðîëüîâàíèé îá’ºêò, ñòàòèñòè÷íà ã³ïîòåçà, íåâèçíà÷åí³ñòü.

ÈÑÏÎËÜÇÎÂÀÍÈÅ ÈÍÔÎÐÌÀÖÈÎÍÍÎÉ
ÍÅÎÏÐÅÄÅËÅÍÍÎÑÒÈ Â ÇÀÄÀ×ÀÕ
ÈÄÅÍÒÈÔÈÊÀÖÈÈ

Ìàíêî Ã.È., ×èñòîêëåòîâ Å.Ï.

Èçó÷àþòñÿ èíôîðìàöèîííûå ìåòîäû àíàëèçà è óïðàâ-
ëåíèÿ ñèñòåìàìè â óñëîâèÿõ íåîïðåäåëåííîñòè. Îáîñíîâàíà
öåëåñîîáðàçíîñòü èñïîëüçîâàíèÿ èíôîðìàöèîííîé íåîïðåäåëåí-
íîñòè â çàäà÷àõ èäåíòèôèêàöèè îáúåêòîâ óïðàâëåíèÿ è ñèí-
òåçà ñèñòåì ðåãóëèðîâàíèÿ. Äëÿ ÷èñëîâîé îöåíêè èíôîðìàöè-
îííîé íåîïðåäåëåííîñòè èñïîëüçóåòñÿ êîëè÷åñòâî äåçèíôîðìà-
öèè êàê îòðèöàòåëüíîé ïîëåçíîé èíôîðìàöèè Áîíãàðäà. Òàêàÿ
èíôîðìàöèîííàÿ íåîïðåäåëåííîñòü ìîæåò ñëóæèòü â êà÷å-
ñòâå êðèòåðèÿ àäåêâàòíîñòè ìàòåìàòè÷åñêîé ìîäåëè îáúåê-
òà óïðàâëåíèÿ. Èíôîðìàöèîííàÿ îöåíêà òî÷íîñòè ìîäåëèðî-
âàíèÿ ïðèìåíèìà ïðè ëþáîì ìåòîäå èäåíòèôèêàöèè è ïîçâî-
ëÿåò ñðàâíèâàòü òî÷íîñòü ìîäåëåé, îòëè÷àþùèõñÿ äðóã îò
äðóãà ìåòîäîì ïîëó÷åíèÿ (àíàëèòè÷åñêèì èëè ýêñïåðèìåíòàëü-
íûì), õàðàêòåðîì (äåòåðìèíèðîâàííûå èëè ñòîõàñòè÷åñêèå
ìîäåëè), êîíêðåòíîé ðåàëèçàöèåé (ôèçè÷åñêèå èëè ìàòåìàòè-
÷åñêèå ìîäåëè). Â õîäå ïàðàìåòðè÷åñêîé èäåíòèôèêàöèè ìî-
æåò ðåøàòüñÿ îïòèìèçàöèîííàÿ çàäà÷à ïîèñêà ìèíèìóìà èí-
ôîðìàöèîííîé íåîïðåäåëåííîñòè â ïðîñòðàíñòâå ïàðàìåòðîâ
ìàòåìàòè÷åñêîé ìîäåëè. Êðèòåðèé èíôîðìàöèîííîé íåîïðå-
äåëåííîñòè îáåñïå÷èâàåò ïðîâåðêó ñòàòèñòè÷åñêîé ãèïîòåçû
îá àäåêâàòíîñòè êîíêðåòíîé ìîäåëè. Åñëè çíà÷åíèå êðèòåðèÿ
ïðåâûøàåò íåêîòîðîå êðèòè÷åñêîå çíà÷åíèå, ãèïîòåçà îá àäåê-
âàòíîñòè äîëæíà áûòü îòâåðãíóòà. Äëÿ ðàñ÷åòà êðèòè÷åñ-
êèõ çíà÷åíèé èíôîðìàöèîííîãî êðèòåðèÿ àäåêâàòíîñòè áûë
ïðîâåäåí ñòàòèñòè÷åñêèé ýêñïåðèìåíò. Ñ èñïîëüçîâàíèåì ìå-
òîäà Ìîíòå-Êàðëî áûëî èññëåäîâàíî ðàñïðåäåëåíèå âåðîÿòíî-
ñòåé èíôîðìàöèîííîãî êðèòåðèÿ. Áûëà ïîñòðîåíà äîñòàòî÷-
íî ãëàäêàÿ ýìïèðè÷åñêàÿ ôóíêöèÿ ðàñïðåäåëåíèÿ êðèòåðèÿ.
Ðàñïðåäåëåíèå èíôîðìàöèîííîãî êðèòåðèÿ èìååò âûðàæåííóþ
àñèììåòðèþ è íåáîëüøîé ïîëîæèòåëüíûé ýêñöåññ. Âûÿâëåíî,
÷òî ýòî ðàñïðåäåëåíèå íàèëó÷øèì îáðàçîì àïïðîêñèìèðóåòñÿ
çàêîíîì Generalized Extreme Value Distribution. Êðèòè÷åñêîå
çíà÷åíèå ìîæåò áûòü îïðåäåëåíî êàê êâàíòèëü óðîâíÿ 0,01
èëè 0,05 ýòîãî ðàñïðåäåëåíèÿ.

Êëþ÷åâûå ñëîâà: àäåêâàòíîñòü, êîìïüþòåðíîå
ìîäåëèðîâàíèå, çàêîí ðàñïðåäåëåíèÿ, èäåíòèôèêàöèÿ,
èíôîðìàöèîííûé êðèòåðèé, ìåòîä Ìîíòå-Êàðëî,
êîíòðîëèðóåìûé îáúåêò, ñòàòèñòè÷åñêàÿ ãèïîòåçà,
íåîïðåäåëåííîñòü.
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USE OF INFORMATION UNCERTAINTY IN
IDENTIFICATION TASKS

Manko G.I., Chistokletov E.P.

Ukrainian State University of Chemical Technology, Dnipro,
Ukraine

Informational methods for analyzing and managing systems
under uncertainty are studied. The expediency of use of information
uncertainty in tasks of identification of control objects and synthesis
of regulatory systems is justified. For the numerical evaluation of
information uncertainty, an amount of disinformation is used as
Bongard’s negative useful information. Such information uncertainty
can serve as a criterion for the adequacy of a mathematical model of
a control object. Information assessment of the modeling accuracy is
applicable to any method of identification and allows a researcher to
compare the accuracy of models that differ from each other by the
method of obtaining (analytical or experimental), nature (deterministic
or stochastic models), specific implementation (physical or
mathematical models). In the course of parametric identification, an
optimization problem of finding a minimum of information uncertainty
in the parameter space of a mathematical model can be solved. The
information uncertainty criterion provides verification of the statistical
hypothesis about the adequacy of a particular model. If the criterion
value exceeds a certain critical value, the adequacy hypothesis must
be rejected. To calculate the critical values of the information
adequacy criterion, a statistical experiment was performed. Using
the Monte Carlo method, the probability distribution of the information
criterion was investigated. A sufficiently smooth empirical criterion
distribution function was constructed. The distribution of the
information criterion has a pronounced asymmetry and a small positive
kurtosis. It is revealed that this distribution is best approximated by
the Generalized Extreme Value Distribution law. The critical value
can be defined as a quantile of the level of 0.01 or 0.05 for this
distribution.

Keywords: adequacy, computer modeling, distribution law,
identification, information criterion, Monte Carlo method, con-
trol object, statistical hypothesis, uncertainty.
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