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The paper considers various location-allocation problems arising in the process of strategic

planning of regional development. Thus, the problems are attractive for both commercial

and state-owned companies. Process of such problems formation and development has

been analyzed. Their classification depending upon demand, the number of product types,

objects to be located, and type of range where their location takes place has been shown.

General statement has been formulated; basic mathematical models of location-allocation

problems have been demonstrated. Both methods and approaches for such problems solving

have been described. Particular attention has been paid to infinite-dimensional location-

allocation problems, i.e. to continuous problems of optimum set separation. In the context

of the problems, the range in which objects are located, is a certain set continuously filled

with consumers (or manufacturers) of specific product. Connection of optimum set

separation problems with multistage location-allocation problems is considered separately

in terms of two-stage problem. Mathematical model of multistage location problem being

a combination of discrete location problem (as one of the stages) and a problem of optimum

set separation is demonstrated. Their features and difficulties arising in the process of

combined types of problem solution have been emphasized. Relevant research policy has

been determined.

Keywords: location-allocation problems, optimization, problems of optimum partition of

sets, multistage problems, mathematical models.

The problem setting
A great number of research efforts concern the

problems of object planning and locating. Such
problems are typical for practical studies as area for
their location may be of various nature, structure,
and characteristics and the “object” may be
interpreted rather differently. Problems concerning
location of different service centers (hospitals, shops,
fire stations, various enterprises etc.); formation of
general enterprise plans; irrigative problems; design
of mobile networks are the examples of such
problems. Solution of the problems involves different
techniques and models depending upon available
output data and conditions which in turn involve
systematization of studies in progress. That is why
both research and analysis of mathematical models
for such problems is relevant problem.

Analysis of latter research and publications
For the first time, the problems were formulated

as early as in 17th century. Their emergence and
first attempts to solve them are connected with the
name of Pierre Fermat who has formulated probably

the first location problem currently known as Fermat
point: determine the fourth point for the preset three
ones in such a way that if three segments are passed
into the points then sum of the three segments will
be of the least value. The problem was solved partially
by E. Torricelli and B. Cavalieri in 1640. As for
back as in 1970 Ò. Simpson modified it and
generalized in the context of account of arbitrary
weighs and connections between objects.

From the viewpoint of object location the
problem was further evolved in 1909 owing to efforts
by M. Weber who used the model to determine
optimum location for factories in terms of definite
locations of resources and consumers. Currently the
problem is known as the Weber problem being a
part of general problem of geographical location of
human business activities. Moreover, Weber believes
that economic benefit depending upon location of
factories is that very location factor (i.e. “standard
factor”). In turn, he considered benefit as cuts in
expenditures connected with output of products and
their sales. In practice that meant the possibility to
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manufacture the product locally with less
expenditures to compare with other places.

Currently a number of models of location
problem, various optimum criteria and types of source
areas as well as type of source range are available
[1].

Formulation of the research objectives
Objective of the research is to analyze available

models to solve location problems and identify
relevant policies for their analysis.

Statement of the research basic material
It is possible to divide all location problems

into the two large categories (Figure): problems of
location of interrelated objects and problems of
location-allocation (problems connected with
location of enterprises). Category one includes
problems with foregone structure of relations between
objects: Weber problems, quadratic allocation
problem etc. Category two does not include relations
between allocated objects – “suppliers”; allocation
of specific objects – “clients” between them. Such
problems involve: problems on ð-median and ð-
centres; the simplest location problem etc. Further
classification of the problems is possible using various
parameters (Figure), e.g. in terms of demand – with
uniform or non-uniform product demand. So-called
problems of optimum set separation which
classification is described in [9] is one of categories
of location problems with continuous range. There
are also classifications relying upon the availability
of restrictions for production facilities, number of
enterprise types, number of sources etc. [1,2]. As for
the initial information, one may talk about
determined and stochastic problems, location

problems under the conditions of either complete
or incomplete information (location problems under
fuzzy conditions) [8,9].

Give examples of several theoretical and
practical problems which in the context of
mathematical setting resolve into following location
problems:

– scheduling;
– standardization;
– minimization of polynomials in boolean

variables;
– two-level problems concerning the assort-

ment of production selection;
– problems concerning the development of

optimum set of rows of matrix pair, optimum rows
of a product and associated parts;

– multistage problems of location etc.
It should be noted that great share of the

activities is based the simplest location problem plus
certain conditions: for instance, placing restrictions
on production volume, product types, production
stages, dynamics etc.

In the context of general statement, location-
allocation problem (LAP) is interpreted as follows:
it is required to determine the number of new objects
as well as their location coordinates; it is required to
allocate transport operations between new objects
and available ones. The process involves the idea
that the new objects will be located in such a way to
minimize transportation costs while delivering goods
from objects to “consumers”.

Formally, LAP is: it is required to locate N
new manufacturers 2

1 ),...,( Rxx n   taking into
consideration of available Ì consumers

Types of location problems
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  2
1,..., RaaA m   to minimize a sum of positively

weighed distances between them.
Following types of LAPs are differentiated:
– single- and multiproduct;
– with location of one or more centres

(enterprises);
 – single- and multisource.
Thus, mathematical statement of the simplest

LAP with single source (i.e. where consumer belongs
to one manufacturer) and without restriction is
formulated as follows:

Problem 1. Find:
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The restriction implements a condition of the
only source availability. Posit ive weighs

Mjw j ,...,1,   may mean demand of
consumers ja . In terms of specific centres the
problem may be reduced to a problem of discrete
set separation.

For the first time, LAP with a set of sources
and without restrictions was formulated by Cooper
in 1964 [2]. It looked like this:

Problem 1.1. Find


 

N

i

M

j
jiij axdw

1 1

),(min

if restrictions are:

,,...,1,

,,...,1,,...,1,0

,,...,1,

2

1

NiRx

MjNiw

Mjrw

i

ij

j

N

i
ij








where ijw  is the quantity of goods delivered from a
manufacturer with i number to a consumer with j
number; ),( ji axd  is distance from manufacturer i
to consumer j.

The restriction makes it possible to deliver
product from jr plants to each buyer.

Subsequently, the problems were losing their
simplicity due to placing restrictions on production
facilities.
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where ijc is transportation cost of a product unit per
distance unit from manufacturer i to consumer j.

The restriction makes it possible to deliver
product by jr plants to each buyer as well as to restrict
production facilities of is  plants.

A number of techniques and algorithms to solve
such problems are available today; among them are:
branch-and-bound algorithm [3], Lagrange
multipliers [4], taboo search, ð-median method [5],
genetic algorithm [6] and many others. However,
the methods are partially continuous as there is such
an assumption that the set of consumers is discrete;
as a result, difficulties with consideration of demand
arise. To solve the problems, the majority of current
algorithms use the principle of demand aggregation.
The principle involves simplification of input data
set. Rather often the simplification is a result of use
of arithmetic mean, mode, or median. From time
to time application of the approach factors into
significant errors which analysis is represented in
paper [7].

It should be noted that lately more and more
researchers have paid their attention to LAPs under
the conditions of fuzziness. The problems differ in
the consideration of the fact that in the majority of
cases it is rather difficult (and sometimes impossible)
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to obtain truthful information concerning
environmental conditions. That is why models of
such problems include stochastic and fuzzy
components. Generally, consumer demand is used
as unidentified factor.

Currently a great number of papers involve
continuity of demand. Conditionally, the problems
may be divided into problems with uniform demand
allocation and nonuniform one. However, as practice
demonstrates, if LAPs are solved in terms of standard
statements, difficulties arise when restrictions are
taken into consideration.

Progress of optimum set separation (OSS) [8,
9] helped determine a method to solve infinite-
dimensional location problems.

OSS problems can be conditionally divided into
the two categories: discrete problems and continual
problems. Discrete problems (belonging to category
one) are characterized by the fact that certain finite
set is subject to separation. Continual problems
(belonging to category two) are characterized by
availability of continual set being subject to
separation. Such type of problems is relatively new
and implementation is more laborious. Nevertheless,
the necessity to develop algorithms for solving
continual problems is indisputable as the great
number of practical problems may be described with
the help of such models.

Continual linear problem concerning set
separation is formulated as follows [8]: let   be
closed, restricted, observable according to Lebesgue
set of Euclidean space nE . It should be separated
into N subsets N ,...,,. 21  observed according
to Lebesgue; centres of the subsets? N ,...,,. 21
should be located within  range to minimize a
functional:
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Functions Nixc ii ,1 ),,(   are real-valued,
restricted, observable according to argument õ by

 , and convex according to argument i  for
all Ni ,1  ; )(x  is real-valued, integrated function
determined by ;  are predetermined real-valued
numbers satisfying the conditions of the problem
solving.

Today problems of multistage production
process location are claiming more and more
attention to minimize total expenditures connected
with delivery of product and primary material and
to cover certain service area. They are another
category of location-allocation problems being
generalization of multistage transportation and
production problems being studied actively. The
problems mean that there are several groups of objects
to be located. Each group has its own set of possible
locations, and there is certain order of relations
between them.

Two-stage problem can be used to illustrate a
well-known formulation of multistage transportation
and production problems [10]. Two-stage
transportation and production problem is that one
illustration manufacturing processes concerning one
type of product, its delivery to the plants processing
it into another type of product, its manufacturing
and delivery to the end consumers. The simplest
statements of such a problem consider two products
– “raw material” and “end product”. However, the
greater number of names (“raw material”,
“semiproduct”, “end product”) are possible. In such
a case we will talk on multistage problems. Under
certain conditions, the formally multiproduct
problems may be reduced to singe-product problems
of a staggered type, i.e. the problems in which all
the non-zero coefficients of each raw of output matrix
of a simplex table have one and the same sign.

Contextual statement of a multistage
transportation and production problem can be
formulated as follows.

Assume that N = {1,... ,n} is a set of end product
demand points, NM r  is a set of possible location
points of rth stage, pr 1 ; r

ig  is expenses for
location of the enterprise of rth stage within point r,

0rig ; ijc  is expenses for transportation of a
product unit prom point r to point j, Njicij  ,,0 ;

jb  is the demand volume in point j, Njb j  ,0 .
It is meant that each point of end product

demand as well as each point of any manufacturing
level is supplied with the product by one manufacturer
only; in this context, enterprise of rth level is supplied
with the product by the enterprise of )1( r th level,

11  pr .
It is required to select subsets of location point

at every level (stage) prM ,...,1,I r
r   and

implement allocation of the selected enterprises
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within demand points in such a way to minimize
total expenditures connected with location of all the
selected enterprises and product transportation.

Demonstrate mathematical statement of such
allocation problem (AP) when two stages are
available, and Boolean variables of selection and
allocation are used respectively [10]:

Assume that )1( 1  ki yx  if the enterprise of
1st (2nd) level is located within )( 21 MkMi  point
and )0( 0  ki yx  in any other case; 1kijx  if jth

demand point is served by kth point of 2nd level
through ith point of 1st level and 0kijx  in any other
case.

Formal statement of the simplest multistage
problem is as follows:

min)(
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Minimization of all total expenditures for
manufacturing process and transportation of raw
material as well as end product is a target function.

Numerical algorithms and methods to solve
such problems considering greater dimension and
complexity have been developed lately. Numerous
papers including recent publications represent the
obtained results. In this context orientation toward
the use of heuristic algorithms is observed as they do
not involve complicated theoretical demonstrations.
However, infinite-dimensional multistage problems
did not experience any analysis due to their more
complicated implementation. It should be noted that
there is a great variety of ranges where similar category
of problems takes place. In terms of such problems,
a set is continuous by its nature and available discrete
models involve simplifications which can effect end
result considerably. That can be demonstrated with
the help of problems where manufacturers of one
(or several) stages may be located within any range

point rather than being concentrated within certain
points [11].

Introduce following symbols to develop
mathematical model: Ù is the range within which
enterprises are located; N is the required quantity of
enterprises of stage 1, M is the required quantity of
enterprises of stage 2; ib

 is the capacity of ith

enterprise of stage 1; jb
 is the capacity of jth enterprise

of stage 2; J is the set of possible location points of
enterprises of stage 2,  

1
,...,, 21 MJ  , ),( i

I
i xc 

is delivery cost for raw material unit from point x
to ith enterprise of stage 1; ),( ji

II
ij cc   is the cost

of raw material unit delivery from ith enterprise of
stage 1 to jth enterprise of stage 2; K is a set of
consumers; ),( kj

III
jk

cc   is the cost of delivery
from jth enterprise of stage 2 to kth consumer; kb

 is
the demand of kth consumer; )(x  is the amount of
resource within x point of   range; r

iA  is
expenditures for ith enterprise rth stage; ),( 21

r
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),(
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consumer i., II
ijv is the volume of product supplied

from ith enterprise of stage 1 to jth enterprise of stage
2; 

III
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v  is the volume of product supplied from jth

enterprise of stage 2 to kth consumer.
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Complexity of such problems is that
mathematical model involves both discrete part and
continuous one which suppose relevant combined
methods of solution.

Conclusions
Nowadays studies concerning infinite-

dimensional multistage location problems are almost
not available due to their complexity. However, there
is the whole raw of ranges where similar problems
take place. In such problems outgoing set is
continuous by its nature and the available discrete
models need great number of simplifications effecting
the end result. Thus, the development of models of
infinite-dimensional multistage location problems as
well as their solution methods is a rather topical
task.
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ÇÀÄÀ×² ÐÎÇÌ²ÙÅÍÍß-ÐÎÇÏÎÄ²ËÓ

Óñ. Ñ.À., Ñòàí³íà Î.Ä.

Ó ñòàòò³ ðîçãëÿíóòî çàäà÷³ ðîçì³ùåííÿ-ðîçïîä³ëó, ÿê³
âèíèêàþòü ïðè ñòðàòåã³÷íîìó ïëàíóâàíí³ ðîçâèòêó ðåã³îíó ³
òîìó ïðåäñòàâëÿþòü ³íòåðåñ äëÿ êîìåðö³éíèõ òà äåðæàâíèõ
êîìïàí³é. Ïðîàíàë³çîâàíî ïðîöåñ ôîðìóâàííÿ òà ðîçâèòîê
òàêèõ çàäà÷. Ïðåäñòàâëåíî ¿õ êëàñèô³êàö³þ â çàëåæíîñò³ â³ä:
ïîïèòó, ê³ëüêîñò³ âèä³â ïðîäóêö³¿, îá’ºêò³â, ùî ðîçì³ùóþòüñÿ,
òà âèäó îáëàñò³, â ÿê³é çä³éñíþºòüñÿ ðîçì³ùåííÿ. Ñôîðìóëüî-
âàíî çàãàëüíó ïîñòàíîâêó ³ ïðèâåäåí³ îñíîâí³ ìàòåìàòè÷í³
ìîäåë³ çàäà÷ ðîçì³ùåííÿ-ðîçïîä³ëó. Îïèñàíî ìåòîäè òà ï³äõî-
äè äî ðîçâ’ÿçóâàííÿ òàêèõ çàäà÷. Îñîáëèâó óâàãó ïðèä³ëåíî íå-
ñê³í÷åííîâèì³ðíèì çàäà÷àì ðîçì³ùåííÿ-ðîçïîä³ëó, à ñàìå íåïå-
ðåðâíèì çàäà÷àì îïòèìàëüíîãî ðîçáèòòÿ ìíîæèí. Â öèõ çàäà-
÷àõ îáëàñòü, â ÿê³é ïðîâîäèòüñÿ ðîçì³ùåííÿ îá’ºêò³â ÿâëÿº
ñîáîþ äåÿêó ìíîæèíó, íåïåðåðâíî çàïîâíåíó ñïîæèâà÷àìè (àáî
âèðîáíèêàìè) ïåâíîãî âèäó ïðîäóêö³¿. Îêðåìî ðîçãëÿíóòî çâ’ÿ-
çîê çàäà÷ îïòèìàëüíîãî ðîçáèòòÿ ìíîæèí ³ç áàãàòîåòàïíèìè
çàäà÷àìè ðîçì³ùåííÿ-ðîçïîä³ëó, íà ïðèêëàä³ äâîåòàïíî¿ çàäà÷³.
Ïðåäñòàâëåíî ìàòåìàòè÷íó ìîäåëü áàãàòîåòàïíî¿ çàäà÷³ ðîç-
ì³ùåííÿ, ÿêà º êîìá³íàö³ºþ äèñêðåòíî¿ çàäà÷³ ðîçì³ùåííÿ (ÿê
îäíîãî ç åòàï³â) ³ çàäà÷³ îïòèìàëüíîãî ðîçáèòòÿ ìíîæèí.
Â³äçíà÷åíî ¿õ îñîáëèâîñò³ òà òðóäíîù³, ÿê³ âèíèêàþòü â ïðî-
öåñ³ ðîçâ’ÿçóâàííÿ êîìá³íîâàíèõ âèä³â çàäà÷. Âèä³ëåíî àêòó-
àëüí³ íàïðÿìêè äîñë³äæåííÿ.

Êëþ÷îâ³ ñëîâà: çàäà÷³ ðîçì³ùåííÿ-ðîçïîä³ëó,
îïòèì³çàö³ÿ, çàäà÷³ îïòèìàëüíîãî ðîçáèòòÿ ìíîæèí,
áàãàòîåòàïí³ çàäà÷³, ìàòåìàòè÷í³ ìîäåë³.
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ÇÀÄÀ×È ÐÀÇÌÅÙÅÍÈß-ÐÀÑÏÐÅÄÅËÅÍÈß

Óñ. Ñ.À., Ñòàíèíà Î.Ä.

Â ñòàòüå ðàññìîòðåíû çàäà÷è ðàçìåùåíèÿ-ðàñïðåäåëå-
íèÿ, êîòîðûå âîçíèêàþò ïðè ñòðàòåãè÷åñêîì ïëàíèðîâàíèè
ðàçâèòèÿ ðåãèîíà è ïðåäñòàâëÿþò èíòåðåñ äëÿ êîììåð÷åñêèõ
è ãîñóäàðñòâåííûõ êîìïàíèé. Ïðîàíàëèçèðîâàí ïðîöåññ ôîð-
ìèðîâàíèÿ è ðàçâèòèÿ òàêèõ çàäà÷. Ïðåäñòàâëåíû èõ êëàññè-
ôèêàöèè â çàâèñèìîñòè îò: ñïðîñà, êîëè÷åñòâà âèäîâ ïðîäóê-
öèè, ðàçìåùàåìûõ îáúåêòîâ è âèäà îáëàñòè, â êîòîðîé îñóùå-
ñòâëÿåòñÿ ðàçìåùåíèå. Ñôîðìóëèðîâàíà îáùàÿ ïîñòàíîâêà è
ïðèâåäåíû îñíîâíûå ìàòåìàòè÷åñêèå ìîäåëè çàäà÷ ðàçìåùå-
íèÿ-ðàñïðåäåëåíèÿ. Îïèñàíû ìåòîäû è ïîäõîäû ê ðåøåíèþ
òàêèõ çàäà÷. Îñîáîå âíèìàíèå óäåëåíî áåñêîíå÷íîìåðíûì çà-
äà÷àì ðàçìåùåíèÿ-ðàñïðåäåëåíèÿ, à èìåííî íåïðåðûâíûì çà-
äà÷àì îïòèìàëüíîãî ðàçáèåíèÿ ìíîæåñòâ. Â ýòèõ çàäà÷àõ îá-
ëàñòü, â êîòîðîé ïðîâîäèòñÿ ðàçìåùåíèå îáúåêòîâ, ïðåäñòàâ-
ëÿåò ñîáîé íåêîòîðîå ìíîæåñòâî, íåïðåðûâíî çàïîëíåííîå
ïîòðåáèòåëÿìè (èëè ïðîèçâîäèòåëÿìè) îïðåäåëåííîãî âèäà ïðî-
äóêöèè. Îòäåëüíî ðàññìîòðåíà ñâÿçü çàäà÷ îïòèìàëüíîãî ðàç-
áèåíèÿ ìíîæåñòâ ñ ìíîãîýòàïíûìè çàäà÷àìè ðàçìåùåíèÿ-ðàñ-
ïðåäåëåíèÿ íà ïðèìåðå äâóõýòàïíîé çàäà÷è. Ïðåäñòàâëåíà ìà-
òåìàòè÷åñêàÿ ìîäåëü ìíîãîýòàïíîé çàäà÷è ðàçìåùåíèÿ, êî-
òîðàÿ ÿâëÿåòñÿ êîìáèíàöèåé äèñêðåòíîé çàäà÷è ðàçìåùåíèÿ
(êàê îäíîãî èç ýòàïîâ) è çàäà÷è îïòèìàëüíîãî ðàçáèåíèÿ ìíî-
æåñòâ. Îòìå÷åíî èõ îñîáåííîñòè è òðóäíîñòè, êîòîðûå âîç-
íèêàþò â ïðîöåññå ðåøåíèÿ êîìáèíèðîâàííûõ âèäîâ çàäà÷.
Âûäåëåíû àêòóàëüíûå íàïðàâëåíèÿ èññëåäîâàíèÿ.

Êëþ÷åâûå ñëîâà: çàäà÷è ðàçìåùåíèÿ-ðàñïðåäåëåíèÿ,
îïòèìèçàöèÿ, çàäà÷è îïòèìàëüíîãî ðàçáèåíèÿ ìíîæåñòâ,
ìíîãîýòàïíûå çàäà÷è, ìàòåìàòè÷åñêèå ìîäåëè.


